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Abstract

Adoption of Al systems in high-stakes domains (e.g., trans-
portation, law, and health care) demands that human users
trust these systems. A desiderata for establishing trust is that
the users understand the system’s decision process. However,
a high-performing system may use a complex decision pro-
cess, which may not be interpretable by itself. We argue
that existing solutions for generating interpretable explana-
tions have limitations and as a solution, propose developing
new explanation systems that enable interactive and action-
able dialogs between the user and the system.

Introduction

Al systems continue to improve in accuracy on a variety
of perception tasks primarily due to the use of highly ex-
pressive machine learning (ML) models trained on parallel
computing hardware (e.g., GPUs). Yet these systems strug-
gle to earn their users trust: they fail to provide a human-
interpretable rationale for their decisions, making it impos-
sible for users to understand failures or to double-check the
systems basis for a decision before adopting it. Human ex-
perts on the other hand, earn trust much more readily by en-
gaging in open-ended discussions to explain their decision
process and answering questions to reveal their decision-
making rationale and limitations. Adopting Al systems for
high-stakes applications, where their decisions can put hu-
man lives at risk, demands that these systems be account-
able by explaining their reasoning. In recent work (Bansal
and Weld 2018), we showed that the insight gained from ex-
planations can be useful for discovering novel and a diverse
set of high confidence mistakes in ML classifiers that may
exists due to a difference in the training and test distribution.

Unfortunately, existing solutions suffer from important
weaknesses. First, fully faithful explanations remain too
complex for users to comprehend (Lipton 2016). Second,
systems such as LIME (Ribeiro, Singh, and Guestrin 2016)
and gradient-based explainers (Ross, Hughes, and Doshi-
Velez 2017), which approximate local behavior are widely
inaccurate when extended to other areas of test distribution,
further decreasing user-system trust. Third, none of the sys-
tems let users put their newly gained (albeit limited) under-
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standing to use. Overcoming these limitations lies in en-
abling a unique and previously untried method of explana-
tory dialogs to occur between users and Al systems.

Explanatory Dialogs

Explanatory dialogs helps humans understand Al system de-
cisions. This new approach provides actions that help users
gradually learn about a system’s complex decision process
and operate on it, for example, to improve its efficacy.

Dialogs and Actions

Explanations by themselves are of little use unless they em-
power a user to act, like ask a follow-up question, add new
training data, correct an erroneous label in existing data,
specify new constraints, or augment the explanation vocabu-
lary etc. What follows are two of many possible actions that
explanatory dialogs can support.

The ability to ask follow up questions is useful when an
Al system uses a complicated reasoning process (e.g., non-
linear decision boundary learned by a neural network) be-
cause a fully faithful explanation would be too complex for
ready comprehension. It is practical for such dialogs to start
simply by presenting a qualified explanation and to progres-
sively let users drill down for more detail. For example,
Figure 1a shows an image classification task, for which the
system first explains its decisions in terms of an easily un-
derstood representation, such as super-pixels in the image.
Since this explanation is an approximation, the user can then
ask the system for more details about alternate representa-
tions e.g., smaller super-pixels or about the examples used
to train the system (Koh and Liang 2017).

The effectiveness of a drill down procedure would, of
course, depend on these representations. For example, in-
stead of super-pixels computed using an automated algo-
rithm (Ribeiro, Singh, and Guestrin 2016), a user may prefer
a representation grounded in an intermediate representation
used by the system, or an existing external knowledge base
(Chen et al. 2015), or multiple modalities (Hendricks et al.
2016). A dialog-based system should also permit human-
supplied representations by supporting the interactive defini-
tion of new terms and then presentation of new explanations
in terms of an augmented vocabulary.

Another useful action is ability to perturb the system or
its inputs and analyze the resultant behavior. To illustrate



Input Image
H: Why is this a FISH?
C: It is a FISH because of the green
super-pixels and a DOG because of
the red super-pixels.

H: Why are the pixels in green helpful?
Al C: Because I saw these images in the training data.

System

v

Output Label: FISH

H: What happens if the anemones are removed? For

example, f

C: Predicted class is still FISH. It
is a FISH because of the green
super-pixels and DOG because of
the red super-pixels.

(b)

Figure 1: An example of an explanatory dialog for gaining insight into a dog/fish image classifier.

the importance of this action consider the following exam-
ple. One possible conclusion from the drill down interac-
tion shown in Figure la is that the anemones in the back-
ground heavily influence the systems decision to predict a
fish, whereas the pixels that constitute the actual fish are not
useful and, in fact, indicate the other class (dog). In con-
trast, Figure 1b shows that the explanation of a perturbed
version where the anemones have been removed revealing
that the system consequently relies on the pixels represent-
ing the fish. Without the second explanation, the user may
gain an incomplete understanding of the system.

Contributions

e We have identified actionability as another desiderata for
explainable AL. Much like faithfulness, supporting action-
ability would provide a critical missing element in mak-
ing Al systems more explainable and therefore more trust-
worthy.

e We have defined a basic framework for supporting ex-
planatory dialogs; specifically, the actions that it would
support.

e We have implemented a preliminary code base for ex-
planatory dialogs that allows the user to drill down by
asking for explanations in terms of alternate representa-
tions or by perturbing an example using an image editor.

Finally, to effect a change, in addition to refining and
implementing the approach of explanatory dialog and ac-
tions considerable work is required on a number of research
questions closely related to this approach such as the meta-
problem of evaluating trust in an explainer, learning with
constraints discovered using explanatory dialog, developing
new representations, evaluating effect of dialog on perfor-
mance.

Previous work: Identifying Unknown
Unknowns

A classifier’s low confidence in prediction is often indica-
tive of whether its prediction will be wrong; in this case,
inputs are called known unknowns. In contrast, unknown un-
knowns (UUs) are inputs on which a classifier makes a high
confidence mistake. Identifying UUs is especially impor-
tant in safety-critical domains like medicine (diagnosis) and

law (recidivism prediction). Previous work by Lakkaraju et
al. (2017) on identifying unknown unknowns assumes that
the utility of each revealed UU is independent of the others,
rather than considering the set holistically. While this as-
sumption yields an efficient discovery algorithm, we (Bansal
and Weld 2018) argue in that it produces an incomplete un-
derstanding of the classifier’s limitations. Experimental re-
sults on four datasets show that our method outperforms
bandit-based approaches and achieves within 60.9% utility
of an omniscient, tractable upper bound. While finding a
UU is important, we currently focus on explaining why the
classifier erred.
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