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Autonomous Weapons are weapon systems equipped with Artificial Intelligence (AI). In scientific literature, AI is characterized by the concepts of Adaptability, Interactivity and Autonomy (Floridi & Sanders, 2004). According to Floridi and Sanders (2004), Adaptability means that the system can change based on its interaction and can learn from its experience. Machine learning techniques are an example of this. Interactivity occurs when the system and its environment act upon each other and Autonomy implies that the system itself can change its state.

Autonomous Weapons are increasingly deployed on the battlefield (Roff, 2016). Autonomous systems can have many benefits in the military domain, for example when the autopilot of the F-16 prevents a crash (NOS, 2016) or the use of robots by the Explosive Ordnance Disposal to dismantle bombs (Carpenter, 2016). Yet the nature of the Autonomous Weapons might also lead to uncontrollable activities and societal unrest. The deployment of Autonomous Weapons on the battlefield without direct human oversight is not only a military revolution according to Kaag and Kaufman (2009), but can also be considered a moral one. As large-scale deployment of AI on the battlefield seems unavoidable (Rosenberg & Markoff, 2016), the research on ethical and moral responsibility is imperative.

In this study, I applied the Value-Sensitive Design (VSD) method as research approach. The VSD is a three-partite approach that allows for considering human values throughout the design process of technology. It is an iterative process for the conceptual, empirical and technological investigation of human values implicated by the design (Davis & Nathan, 2015; Friedman & Kahn Jr, 2003).

The scientific relevance of my study is that I contribute to the academic literature by gaining insight in perception of the general public and the military regarding Autonomous Weapons, and by identifying the moral values the general public and the military relate to Autonomous Weapons. Insight in this is currently lacking and no empirical data on the perception and values related to Autonomous Weapons could be found. By using the Value-Sensitive Design as research approach I show that this method is applicable to structure academic research which could be viewed as case-study for the VSD approach. I also extend the research on the ethical decision-making of Autonomous Vehicles by
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Bonfenvon, Shariff, and Rahwan (2016) to the domain of Autonomous Weapons.

The societal relevance is that understanding the perception of the general public and military personnel working at the Dutch MOD of Autonomous Weapons, and identifying which moral values they relate to Autonomous Weapons can be used to find common grounds and differences in the debate on this technology initiated by Campaign to Stop Killer Robots (2015) and International Committee for Robot Arms Control (ICRAC). Secondly, the results of this study show how the Value-Sensitive Design method can be applied to Autonomous Weapons to identify the values the military and general public relate to the deployment of these type of weapons. Finally, by identifying the values that are important to incorporate in the design of Autonomous Weapons, the study contributes to a responsible design and deployment of Autonomous Weapons in the future.

Phd proposal

In the first draft of their Ethically Aligned Design vision for Artificial Intelligence (AI) the IEEE states that: ‘...meaningful human control of weapons systems is beneficial to society,...’ (IEEE Global Initiative, 2017, p. 68) and that stakeholders should be working with sensible and comprehensive shared definitions. However, in the literature review for my master thesis on the Ethics of Autonomous Weapons I have found that the term meaningful human control is not well-defined. This also goes for concepts, such as ‘narrow or broader loop of decision-making’ and ‘human control in, on, or out of the loop’, that are used in the discussion on the Ethics of Autonomous Weapons. On one hand, the lack of definitions shows that this is an emerging field that attracts a lot of attention, but the frequent use of the terms also indicates a need for mechanisms that support and implement human oversight of Autonomous Weapons. This need can also be observed in adjacent AI fields like the work that is being done on the type of human oversight in Autonomous Vehicles, for example on the preferences of people for the Guardian Angel mode versus the Autopilot mode1.

In my PhD, I will like to analyze the concepts that are needed to attain human oversight in Autonomous Weapons and design the mechanisms to implement this. I deliberately use the notion of human oversight, because in my opinion this is broader than meaningful human control alone, as it also incorporates the mechanisms for decision-making in whatever loop necessary. The societal contribution of my research is that a mechanism for human oversight would lead to a proper allocation of accountability in the decision-making of the deployment of Autonomous Weapons and it will be possible to attribute (legal) responsibility for its actions. The scientific contribution is twofold in that (1) my research leads to well-defined constructs that relate to human oversight which adds to the current body of literature, and (2) the mechanism for human oversight for Autonomous Weapons might also be applied to other AI fields to enhance transparency of decision-making by algorithms for Autonomous Systems, such as those for Autonomous Vehicles or in the medical domain. As there is presently no design for human oversight mechanisms, my research could fill this gap between the ethical and legal frameworks for Autonomous Weapons.
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1 Study done at the Scalable Cooperation research group of MIT Media Lab