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Abstract

Recent studies indicate that people are negatively pre-
disposed toward utilizing autonomous systems. These
findings highlight the necessity of conducting research
to better understand the evolution of trust between hu-
mans and growing autonomous technologies such as
self-driving cars (SDC). This research presents a new
approach for real-time trust measurement between pas-
sengers and SDCs. We utilized a new structured data col-
lection approach along with a virtual reality SDC sim-
ulator to understand how various autonomous driving
scenarios can increase or decrease human trust and how
trust can be re-built in the case of incidental failures. To
verify our methodology, we designed and conducted an
empirical experiment on 50 human subjects. The results
of this experiment indicated that most subjects could re-
build trust during a reasonable time frame after the sys-
tem demonstrated faulty behavior. Our analysis showed
that this model is highly effective for collecting real-time
data from human subjects and lays the foundation for
more-involved future research in the domain of human
trust and autonomous driving.

I - Introduction
Recent studies indicate that people have negative at-
titudes toward utilizing autonomous platforms (Kyri-
akidis, Happee, and De Winter 2015; Hancock et al.
2011). Furthermore, with the exponential growth and
the increase in the complexity of autonomous systems
in the 21st century, managing the trust of users in such
systems has become an important concept when de-
signing new AI and autonomous systems. Numerous
studies in the domain of trust and AI have suggested
that the management and the constant improvement of
this mutual trust between autonomous systems and their
users will be one of the primary challenges the indus-
try professionals will face when trying to popularize
the use of fully autonomous systems (Koo et al. 2015;
Choi and Ji 2015; Beer, Fisk, and Rogers 2014). These
discoveries highlight the necessity and urgency of con-
ducting research to better understand the evolution of
trust between humans and growing autonomous tech-
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nologies, and to provide technologies that are respon-
sive to human trust.

A concrete example of a trust management problem
is the systematic maintenance of trust in self-driving
cars (SDCs). Car manufacturers and tech giants (e.g.,
Tesla, Mercedes Benz, GM, Volvo, Waymo, Intel, etc.)
have successfully manufactured semi-autonomous cars,
and have been working on level-4 and level-5 fully au-
tonomous prototypes since the early 2010s. Many of
these corporations have projected the mass production
of SDCs in the early 2020’s (Ross 2017; Sage and
Lienert 2016; Gaudin 2012). Their major challenge in
the upcoming years will be to attract the attention of av-
erage consumers in the US and around the world, who
have high expectations, but at the same time, a high
level of distrust in fully automated SDCs (Carlson et
al. 2014).

According to a World Economic Forum study, con-
sumers are very reluctant to consider purchasing, or
even trying autonomous vehicles. Safety, control, and
faulty behavior of the autonomous car are some of the
many concerns the consumers expressed. With the re-
cent trust damaging, fatal car accidents involving SDCs
by Tesla and Uber (Tes ) (Ube ), the need for additional
research to provide a safer test environment and manag-
ing human-machine trust becomes more important than
ever. New research objectives and innovative method-
ologies can potentially provide a robust platform to de-
velop autonomous vehicles that perform well and are
trustworthy.

In the domain of trust, AI, and autonomous systems,
the literature related to trust is very broad. Very little re-
search has been conducted on physiological responses
and fluctuations in the trust levels of passengers of
SDCs (Shahrdar, Menezes, and Nojoumian 2018). Fur-
thermore, most research in this area has utilized online
surveys and primitive simulations for their experiments
rather than realistic, immersive simulations 1. The open
questions and the gaps in the current literature moti-
vated us to attempt to contribute to filling these gaps by
designing an empirical experiment to measure the trust-

1In this phase of our research, we did not use any devices
to measure physiological responses.



worthiness of a simulated SDC. By implementing an
immersive VR simulation, which uses real VR driving
videos, and utilizing an advanced trust self-reporting
software that we developed, we intended to collect ac-
curate data from test subjects. We asked the participants
to use our trust self-reporting tool after they experience
different simulated SDC driving segments. We believe
that our investigation and its outcome will contribute to
the general understanding of factors affecting trust and
satisfaction among passengers of SDCs.

In this paper we will describe the design, the pro-
cedure and the outcome of the empirical experiment
that we have conducted. Section II illustrates our re-
search methodology. In Section III, the detailed simula-
tion setup and its technical configurations are described.
Section IV covers the experimental design. The results
of our research are presented in Section V. Finally, in
Section VI, we end the paper with the concluding re-
marks and the future direction of our research.

II - Human-Inspired Trust Modeling:
Research Methodology

Novelty of Our Approach
The sequential and structured data collection, various
trust states, and the realistic simulation platform are
novel aspects of our research methodology. Our data
was collected based on a limited (to avoid allowing
our human subjects to provide inaccurate responses)
sequence of trust-building/damaging incidents that af-
fect each other. This helped us understand how the
human mind goes from one specific trust-state to an-
other one in a sequence of events. We utilize specific
templates from (Nojoumian 2015) to form these inci-
dents. Although most approaches (Akash et al. 2017;
Hu et al. 2016) utilize two forms of responses from sub-
jects (distrust and trust), we consider a fuzzy set of trust
states (distrust, somehow distrust, neutral, somehow
trust, and trust). In many “trust-in-autonomy” projects
subjects were asked to respond to questions in a sur-
vey or interact with an algorithm to express their inputs
(Shahrdar, Menezes, and Nojoumian 2018), while our
SDC simulator is fully immersive.

Sequential and Structured Data Collection
Using a structured and sequential data collection ap-
proach, we intended to understand how humans gain or
lose trust in autonomous vehicles and how trust escala-
tion or reduction can be controlled in various incidents
as well as among different groups of people (i.e, young,
mid-age and senior). Our collected data can be trans-
formed into specifications to be used in the controllers
of autonomous vehicles. Note that demographic data
and past psychological data are collected prior to our
experiments to characterize our human subjects regard-
ing self-confidence, trusting attitude, risk-acceptance,
past unpleasant experiences, and other traits because
these factors impact the outcome of our research. Seg-
ments are categorized into five distinct groups:

1. Initial Trust: Segments that aim to capture the initial
trust of the passengers in the first few minutes of the
first interaction.

2. Trust Escalation: Segments that illustrate a se-
quence of incidents in which human subject’s trust is
increased. e.g., 2 minutes of smooth and predictable
driving by the SDC without any complications or sur-
prises.

3. Trust Reduction: Segments that illustrate a se-
quence of incidents in which the human subject’s
trust is decreased, for example, when the SDC cuts
off another controlled vehicle.

4. Trust Mutation: A sequence of mild incidents (e.g.,
a rapid lane change by the SDC) followed by critical
incidents (e.g., stop-sign violation or tailgating by the
SDC) and vice versa, can be negative or positive in-
cidents.

5. Re-Building Trust: Segments that demonstrate how
trust can be rebuilt; for example, the SDC performs
smoothly for a reasonable period of time after trust-
damaging incidents.

III - Simulation Setup
Our simulator (Figure 1) is a safe platform to expose
human subjects to any trust-damaging incident, includ-
ing but not limited to, sharp turns, sudden stops, stop-
light violations, speeding, tailgating, unexpected acci-
dent, etc. The SDC virtual reality simulator is based on
fusion of an Oculus Rift headset with an Atomic A3
Full Motion Simulator. Figure 1 shows a participant in
the simulator.

Figure 1: Participant using the SDC simulator.

360 degree video of driving situations were recorded
using the GoPro Fusion Camera and edited using the
GoPro Fusion Studio. To capture interesting driving
footage and trust damaging scenarios, the team mem-
bers recorded 360 degree videos of everyday driving
for the duration of a month. These videos were later
analyzed, edited, and categorized to be used in the
SDC simulation. Team members also choreographed
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