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Abstract 
This paper attempts a preliminary analysis of the general approach 
to AI strategy/policy research through the lens of wicked problems 
literature. Wicked problems are a class of social policy problems 
for which traditional methods of resolution fail. Super wicked 
problems refer to even more complex social policy problems, e.g. 
climate change. We first propose a hierarchy of three classes of AI 
strategy/policy problems, all wicked or super wicked problems. 
We next identify three independent super wicked problems in AI 
strategy/policy and propose that the most significant of these chal-
lenges – the development of safe and beneficial artificial general 
intelligence – to be significantly more complex and nuanced, thus 
posing a new degree of ‘wickedness.’ We then explore analysis and 
techniques for addressing wicked problems and super wicked prob-
lems. This leads to a discussion of the implications of these ideas 
on the problems of AI strategy/policy. 

Introduction   
In recent years, the scope and complexity of the challenges 
posed by the rapid proliferation of AI technology have be-
gun to be recognized as a significant problem. Strategy and 
policy research has begun, but due to the complexity of the 
problem and uncertainties regarding risks, timelines and 
more broadly, the formulation of the problem, progress has 
been difficult. Similar policy problems are commonly con-
sidered to be wicked problems. 

Wicked problems refer to a class of social policy prob-
lems for which scientific bases for resolution are insufficient 
and inappropriate (Rittel and Webber 1973). For such ill-
defined problems, no definitive solution exists and optimal 
solutions can be formulated only with severe qualifications. 
Wicked problems include policy problems such as 
healthcare or tax reform as well as broader social problems 
like terrorism, poverty and hunger. We further distinguish 
more complex wicked problems, e.g. climate change, to be 
super wicked problems (Levin, Cashore et al. 2007, Lazarus 
2008). 
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1 Due to the capacity of AGI for unprecedented societal transformation, we 
consider the problem of AGI strategy/policy to be the primary problem of 

AI strategy and policy poses a complex set of research 
questions that are numerous and varied. Generally, the de-
velopment of AI strategy and policy regards not a single 
problem but a number of independent yet intertwined prob-
lems of substantial perplexity. We distinguish these prob-
lems as being either one of narrow AI strategy/policy or that 
of artificial general intelligence (AGI) strategy/policy. A 
third class of AI strategy/policy problems also exists that we 
shall define as ancillary strategy/policy problems. We pro-
pose a hierarchy for consideration through which the nature 
of AI strategy/policy as a wicked problem may be best un-
derstood. As depicted in figure 1, at the top of the hierarchy 
is AGI strategy/policy followed by narrow AI strategy/pol-
icy and ultimately ancillary strategy/policy. The structure of 
this hierarchy is indicative of the degree of entanglement 
with the AGI strategy/policy problem being the most con-
voluted. 

Narrow AI strategy/policy concerns complex issues such 
as mass job automation or the militarization of AI, which, 
for the purposes of this essay, shall be used to exemplify this 
class. In their own right, problems such as these constitute 
super wicked problems. This is to say that they represent 
planning problems of difficulty comparable to strategy/pol-
icy problems like climate change. This is true in so much as 
the fact that these problems embody the features of super 
wicked problems as described by Levin et al. (Levin, 
Cashore et al. 2007) . 

The study of AGI strategy/policy1 remains in its nas-
cency. At present, significant strategy deficiencies are act-
ing as a bottleneck for research involving implementable 
policy (Flynn 2017). Flynn describes the current state of the 
strategy problem as requiring significant ‘disentanglement 
research’ due to the high degree of entangled research ques-
tions. Due to the current nature of research on the AGI strat-
egy problem, he suggests that those interested in AGI strat-
egy/policy research not contribute directly at this time, ra-
ther accumulate skills and career capital until the bottleneck 

concern. This is due to our consideration that strategy/policy relating to 
AGI regards the nature of policy concerning recursive, self-improving arti-
ficial general intelligence. 



clears, presenting more clearly defined research questions 
that they may then pursue. We concur that the challenges 
posed by entangled research questions are significant, and 
we believe that the contents of this paper address such chal-
lenges by examining an alternative perspective through 
which to understand the problem. 

In contrast to the former two classes, ancillary problems 
are more manageable – that is to say that problems of this 
class are merely traditional wicked problems. Examples in-
clude problems such as algorithmic accountability and the 
automation of healthcare systems. Problems of this class 
pose only marginal impacts on society and the future of hu-
manity with respect to the potential impacts of problems of 
the first two classes. For this examination AGI and narrow 
AI strategy/policy problems are considered to be of critical 
concern, while ancillary problems, due to their relatively di-
minished impacts, are not, and will not be considered fur-
ther.  

This essay contributes to the body of existing literature in 
several significant ways. Firstly, this paper provides the sole 
attempt to understand the problem of planning for AI strat-
egy/policy research through consideration of the problem as 
a wicked problem. Furthermore, the paper argues that AI 
strategy/policy planning cannot be considered a single 
wicked or super wicked problem, rather an entanglement of 
multiple super wicked problems of different hierarchical 
classes. Moreover, it suggests that these problems qualify 
the crucial problem of artificial general intelligence strat-
egy/policy as a class of wicked problems unprecedented in 
complexity, uncertainty and fragmentation. Finally, it exam-
ines how the body of literature related to wicked problems 
and super wicked problems may be leveraged to benefit AI 
strategy/policy research.  

Wicked Problems  

Classic Wicked Problems  
The term ‘wicked problems’ was first used over 50 years 
ago by Horst Rittel in describing a class of ill formulated, 

confusing social problems (Churchman 1967). The use of 
the adjective ‘wicked’ supposedly describes the mischie-
vous and evil nature of these problems in defying attempts 
made to ‘tame’ them. In 1973 Rittel & Webber proposed 
wicked problems more formally as problems of ‘social or 
policy planning’ that are inherently incorrigible (Rittel and 
Webber 1973). They suggested that unlike well-posed prob-
lems of science and engineering, such problems could not 
be clearly defined and, consequently, had no verifiable so-
lutions. They further described a wicked problem as never 
being solved, rather, at best, only being re-solved over and 
over again. They identified 10 characteristics of wicked 
problems which are presented in Table 1. These criteria are 

10 Distinguishing Properties of Wicked Problems 
1. There is no definitive formulation of a wicked problem. 
2. Wicked problems have no stopping rule. 
3. Solutions to wicked problems are not true-or-false, but 
good-or-bad. 
4. There is no immediate test of a solution to a wicked prob-
lem. 
5. Every solution to a wicked problem is a 'one-shot opera-
tion'; because there is no opportunity to learn by trial-and-
error, every attempt counts significantly. 
6. Wicked problems do not have an enumerable (or an ex-
haustively describable) set of potential solutions, nor is 
there a well-described set of permissible operations that 
may be incorporated into the plan. 
7. Every wicked problem is essentially unique. 
8. Every wicked problem can be considered to be a symp-
tom of another problem 
9. The existence of a discrepancy representing a wicked 
problem can be explained in numerous ways. The choice of 
explanation determines the nature of the problem’s resolu-
tion. 
10. The planner has no right to be wrong. 

Figure 1: A hierarchical representation of the three classes of AI strategy/policy problems. The AGI strategy/policy problem is the 
sole class 1 problem. Class 2 problems are other entangled super wicked problems and class 3 problems are ancillary problems. 

Table 1: Rittel & Webber’s 10 distinguishing properties of 
wicked planning-type problems. 

 



not a set of tests, however, to objectively determine wicked-
ness, rather, they are intended to offer insight for judging 
whether a problem is wicked (Camillus 2008). 

An alternate formulation of wicked problems is presented 
by Head, who describes wicked problems as being a conflu-
ence of three factors: complexity of subsystems and interde-
pendencies; uncertainty regarding risks and consequences 
of interventions; and divergence or fragmentation in values, 
viewpoints and strategic intentions (Head 2008). If prob-
lems were rated in each of these three dimensions, wicked 
problems would be those that score highly for each. This 
formulation of wicked problems is easily applied to prob-
lems arising from AI strategy/policy, as will be further ex-
amined in the discussion section.  

Camillus suggests an alternate set of criteria for wicked 
problems, drawing on the 10 properties proposed by Rittel 
& Webber, but specific to problems of strategy in organiza-
tions (Camillus 2008). He describes five characteristics of 
wicked problems: 

• The problem involves many stakeholders with dif-
ferent values and priorities. 

• The issue’s roots are complex and tangled. 
• The problem is difficult to come to grips with and 

changes with every attempt to address it. 
• The challenge has no precedent. 
• There’s nothing to indicate the right answer to the 

problem. 
For addressing wicked strategy problems, he suggests in-
creasing stakeholder involvement, documenting opinions 
and communication, e.g. brainstorming sessions and hold-
ing retreats for stakeholders. Similarly, Conklin perceives 
the difficulties associated with wicked problems as a conse-
quence of project fragmentation (Conklin 2006). He pro-
poses a dialogue mapping technique for building shared un-
derstandings among stakeholders to overcome this. 

In the 1970s, Rittel & Webber were not alone in drawing 
critical attention to contemporary approaches for addressing 
complex policy problems. From a systems theory perspec-
tive, Ackoff described such problems as a system of prob-
lems, or more simply, as a mess (Ackoff 1974).  Frequently, 
he explained, solutions could not be obtained by inde-
pendently solving each of the constituent elements of the 
mess, suggesting that such efforts actually seemed to aggra-
vate the situation. This notion of a mess is similar to the in-
herent entanglement of problems in wicked problems. In 
later work, Ackoff describes problem solving as the deci-
sions made about four components: objectives, controlled 
variables, uncontrolled variables and the relationships 

                                                
2 These descriptions are not exhaustive. 
3 This example of the militarization of AI fails to illuminate the scope and 
complexity of potential negative outcomes. We note that the militarization 
of AI is not limited strictly to conventional warfare but can include auton-
omous and adaptive self-replicating digital agents as well as the develop-
ment and application of other powerful cyberwarfare tools. 
4 Frey et al. suggest a link between job automation and the election of a 
populist in the 2016 United States presidential election.  

among them (Ackoff 1978). He further describes it as hav-
ing one of three successful outcomes: being solved, being 
resolved or being dissolved. Problems are solved when val-
ues of the controlled variables are identified which optimize 
the outcome. Problems are resolved when controlled varia-
bles are identified which result in an outcome that is good 
enough or satisficing. Problems are dissolved when altered 
such that the choices are no longer meaningful. Although 
not explicitly wicked problems research, parallel research 
like this can also be applicable. 

Super Wicked Problems  
The idea of a super wicked problem was first proposed by 
Levin et al. to describe the nature of the policy problem for 
global efforts to combat climate change (Levin, Cashore et 
al. 2007). That work set forth four central qualities of super 
wicked problems: 1) time is running out 2) there exists no 
central authority 3) those seeking to end the problem are also 
causing it 4) hyperbolic discounting. Extended descriptions 
of these four qualities can be found in the first column of 
Table 2. The remaining three columns of Table 2 are used to 
describe these qualities2 in the context of the AGI strat-
egy/policy problem and the two narrow AI strategy/policy 
problems. 

Table 2 identifies the layers of super wicked problems 
comprising the AI broader strategy/policy problem. To dig 
deeper, we can consider the entangled nature of the two nar-
row AI strategy/policy problems and the AGI policy/strat-
egy problem. For example, the militarization of AI3 could 
lead to incredibly small and difficult to detect miniature 
drones being used for both passive and active acts of espio-
nage in order to destabilize AI projects and steal sensitive 
materials. Alternately, mass unemployment from job auto-
mation in democratic societies could lead to the election of 
populist officials4 (Frey, Berger et al. 2017) which could 
have numerous and unanticipated destabilizing effects5. 

We believe that the complexities and entanglement asso-
ciated with multiple super wicked problems constitutes an 
increased degree of wickedness inherent in the problem, 
meriting consideration as a new class of wicked problem, 
e.g. a super, super wicked problem. The language, however, 
is insignificant, as may well be the distinction. Yet, the no-
tion of the divergence of this problem from the existing class 
suggests that new theory, or modifications of the theory re-
garding the existing class, can be appropriate.  

5 A myriad of different destabilizing scenarios could occur as a results of 
mass job automation. These scenarios would vary based on the speed of 
technological advancement, among other factors. Many such scenarios 
could be dramatically or even catastrophically destabilizing, including in-
citing military action or the nationalization of AGI development. Less dra-
matic, but potentially catastrophic possibilities, include the installment of a 
government opposed or agnostic to AI strategy/policy initiatives or the 
abandonment of previously ratified accords regarding AI safety. 
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Table 2: the 4 central qualities of super wicked problems proposed by Levin et al. as applied to AI strategy/policy. 



  We also note that super wicked problems of class 2 are 
not limited to the two examples set forth here. Another prob-
lem entangled with AGI strategy/policy is the identification 
of a desirable outcome. Due to the inherent subjectivity of 
ascribing a single best future for the whole of humanity, this 
dimension of the problem is intractable. Solutions may exist 
such that the outcome need not be explicitly defined 
[Bostrom], but such solutions likely depend on the specifi-
cations of the system reaching AGI. This problem in and of 
itself arguably constitutes yet another independent super 
wicked problem entangled with AGI strategy/policy. 

Levin et al. propose the use of a new epistemological ap-
proach, applied forward reasoning, when developing policy 
initiatives for the super wicked problem of climate change 
(Levin, Cashore et al. 2007, Levin, Cashore et al. 2012). In 
developing this technique, they draw heavily from literature 
on policy change and path dependency. Path dependency re-
fers to the notion that previous conditions affect future con-
ditions, or, in short, that in policy making ‘history matters’ 
(Howlett, Ramesh et al. 2003). They note the disentangle-
ment of types of policies and the disentanglement of descrip-
tion from cause, from policy change and path dependency 
literature, respectively, as critical elements to addressing su-
per wicked problems. Further, they draw on Page’s review 
of path dependency literature and his proposed four path-
ways: lock-in, positive feedback, increasing returns and 
self-reinforcing (Page 2006). Their proposed approach con-
trasts that of the majority of path dependency scholars by 
looking forward, rather than backward, to illuminate the 
possibilities for how path dependencies can be employed 
constructively to foster desired policy outcomes in the fu-
tures. 

Discussion 
In this paper, we are not attempting to exhaustively assess 
the body of wicked problems literature in the context of AI 
strategy/policy. Rather, in this section, we simply would like 
to identify some implications on strategy and policy encoun-
tered when viewing the problem as a super wicked problem 

Three formulations of criteria of wicked problems were 
presented. The formulation presented by Head was of par-
ticular interest in the context, and the simplest considering 
three key elements: complexity, uncertainty and divergence 
(or fragmentation). We first note that uncertainty is one of 
the most challenging components in efforts to develop AI 
strategy/policy. In this context it is of critical importance 
due precisely to one of the qualities of super wicked prob-
lems described by Levin et al.: time is running out. Thus, 
uncertainty about the timeline of the militarization of AI 
technology; about the ability to use AI to automate jobs; 
about the time to develop artificial general intelligence; 
poses a challenge not previously encountered in wicked or 
                                                
6 i.e. all of humanity. 
7 e.g. the intergovernmental panel on climate change (http://www.ipcc.ch/).  

super wicked problems. Furthermore, the notion of diver-
gence or fragmentation of ideas among stakeholders is inex-
tricably tied to research on AI strategy/policy. Such frag-
mentation is inherent in human nature and history offers no 
examples of large scale global cooperation, however recent 
efforts toward climate change may offer the closest exam-
ple. 

Climate change is the only widely accepted example of a 
super wicked problem, and in many ways appropriate anal-
ogies can be made with AI strategy/policy problems (hope-
fully in ways that benefit society). There are, however, var-
ious ways in which the two problems diverge entirely. Per-
haps the most significant of these conflicting dimensions in-
volves the starkly different incentive structures of each. In 
the case of climate change, all stakeholders benefit from co-
operation; in the case of AI strategy/policy such is not the 
case. 

Of the organizational literature regarding wicked prob-
lems discussed here, a common theme was the necessity of 
organized and deliberate communication. Camillus pro-
posed ideas to this effect and Conklin thoroughly details the 
mechanics and value of a technique embodying this notion. 
Moreover, Head et al. also suggest such strategies for deal-
ing with wicked problems (Head and Alford 2015). 
Bostrom, in his recent preliminary analysis of openness in 
AI development, discussed virtues of specific forms of 
openness (Bostrom 2017). He concluded that openness re-
garding control methods and risk analysis was unambigu-
ously good, given it be responsibly censored for other sen-
sitive information, and that openness regarding values, goals 
and governance structures was generally welcome as well. 
Based on the work discussed in this essay, and particularly 
that of Camillus and Conklin, we concur entirely. Moreover, 
we suggest that regarding these dimensions of openness we 
not only develop policy initiatives, but actively work to de-
velop a framework and digital platform for enabling meta-
dialogue mapping available to all stakeholders6. We further 
suggest that this be maintained and supported by a collabo-
rative effort such as the Partnership on AI or an intergovern-
mental agency7. Moreover, we suggest emphasizing the ne-
cessity of organized and deliberate communication within 
organizations regarding AI strategy/policy. In these scenar-
ios, techniques such as dialogue mapping are likely to be of 
significant value8. Furthermore, it is important to remain 
cognizant of the effects of path dependency that can trickle 
up from implementation smaller policies. 

One significant implication of super wicked problems on 
the AGI strategy/policy problem is to underscore the signif-
icance of path dependencies and to highlight their potential 
constructive roles in disentanglement. The dangers of path 
dependencies for these problems are well known, and con-
gruent with the tenth property of wicked problems as de-
scribed by Rittel & Webber: the planner has no right to be 

8 This is to suggest, that, broadly, organizational management literature re-
garding wicked problems should be considered by involved organizations. 



wrong. In this light, Flynn’s suggestions for motivated indi-
viduals to not pursue AGI strategy/policy research could be 
dangerous, by inhibiting inclusion, and pushing undeterred 
individuals to pursue research in the domain without guid-
ance or acceptable peer-review. This could lead to what 
Page describes as lock-in, which begins a path of policy in-
terventions that are durable from the onset, and thus more 
difficult to alter. We suggest that those interested in AI strat-
egy/policy research be supported insomuch that they are not 
excluded from related discourse which could lead to misin-
formed opinions being disseminated etc.  

Finally, we note that Ackoff’s classification of problem     
solving outcomes – i.e. problems as being either solved, re-
solved or dissolved – is worth considerating in the context 
of the unprecedented mess that is the problem of AI strat-
egy/policy. Specifically, and due to the extraordinary wick-
edness of the problem, it is important to consider these forms 
of problems solving when developing AI strategy/policy for 
the myriad of constituent problems. In striving for the best 
possible solution, we must be thrifty with our resources and 
be cognizant of when resolving a problem rather than solv-
ing it is acceptable. This is to say that some of these prob-
lems are more tangled than others and thus some problems 
can affect the broader solution more than others – we must 
ensure that we do not use resources to solve problems when 
satisficing is acceptable 

Conclusion 
This essay explored the problem posed by AI strategy/policy 
research in the context of wicked problems. The broader 
problem was deconstructed into a hierarchy of multiple su-
per wicked problems and a larger number of wicked prob-
lems, which, for the sake of brevity were ignored. The qual-
ities of super wicked problems were explored with respect 
to the two hierarchical classes of super wicked problems. 
Based on this exploration, the problem of AGI strategy/pol-
icy was proposed as being more complex than other super 
wicked problems, itself being entangled with other super 
wicked problems of less significant impact potential. A dis-
cussion ensued, exploring the implications of identifying AI 
strategy/policy research as a super wicked problem and an-
alyzing techniques for addressing wicked problems in the 
context of AI strategy/policy.  

We wish to note that this paper is by no means intended 
to be an exhaustive exploration of the implications of 
wicked problems and super wicked problems on better un-
derstanding and addressing the gamut of research problems 
related to AI strategy/policy. Rather, it was intended as the 
opposite, merely an introduction to an alternate framework 
through which we may view this complex, entangled web of 
problems. Future work regarding AI strategy/policy as a su-
per wicked problem will be critical to the disentanglement 
of research questions in AI strategy/policy. 

In concluding remarks we wish to remind the reader of 
Rittel & Webber’s final criterion in their list of wicked prob-
lem properties: the planner has no right to be wrong.  
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