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Abstract

The aim of my PhD is to investigate the notion of computa-
tional accountability relying on approaches from the research
on multi-agent systems. The main contribution will be to pro-
vide a notion of when an organization supports accountabil-
ity, by exploring the process of construction of the organiza-
tion itself, and guarantee accountability as a design property.
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Context
One might see accountability as the assumption of responsi-
bility for decisions and actions that an individual or an orga-
nization has towards another party; it is the process by means
of which principals must account for their behavior when put
under examination. In human societies, organizations em-
body a powerful way to coordinate a complex behavior of
many autonomous individuals. More and more often, orga-
nizations (including companies) voluntarily adopt account-
ability frameworks as a way to obtain feedbacks that are
useful to evaluate and possibly improve the processes they
put in place, as well as their own structure (Zahran 2011;
United Nations Children’s Fund 2009). Modern organiza-
tions are supported in their work by software systems, that
connect offices and individuals with resources and services.
Such software systems together with the involved princi-
pals constitute socio-technical systems. In general a socio-
technical system will involve autonomous and heteroge-
neous actors, both human and artificial ones, operating and
interacting in a dynamic and distributed environment. Un-
fortunately, current socio-technical systems do not provide
any support to the realization of accountability frameworks.

Accountability determination, indeed, is an extremely
complex task, which is strongly related to the socio-cultural
context in which it takes place. The examination of such a
context is usually carried out by a forum of auditors. More-
over, in a complex system encompassing interacting parties,
like those described above, the most significant cause of a
given outcome may not stem from the last agent who pro-
duced a change in the result. Instead, there could be more
intricate chains of actions which leaded to the final outcome.
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The aim of my PhD will be to investigate the notion of
computational accountability (Baldoni et al. 2016) in soft-
ware systems, especially in multi-agent organizations, in or-
der to develop a sound and complete conceptual framework
and programming platform for it. By the term computational
accountability I mean the realization via software of the abil-
ities to trace, evaluate, and communicate accountability, a
currently open challenge, that could be successfully faced
with the support of intelligent systems. In particular, in Arti-
ficial Intelligence (AI), multi-agent approaches to program-
ming proved to be effective in the implementation and man-
agement of socio-technical systems (like those I have de-
scribed), and they provide a promising basis for the develop-
ment of a platform for computational accountability. Among
the reasons, there is the fact that they enable to explicitly
represent the interaction as well as the social relationships
among the agents, which in turn allow to reason about ex-
pectations on the agents’ behavior. Actually, computational
accountability offers an example of how AI and ethics may
interact, since it concerns the traceability, evaluation, and
communication of values and good conduct, to support the
interacting parties, and to help solve disputes.

Different research communities have dealt with the topic
of accountability in software systems. Chopra and Singh,
for instance, see accountability as an explicitly established
context-specific relationship between two parties identi-
fied as account-giver and account-taker (Chopra and Singh
2014). Burgermeestre and Hulstijin, in turn, focus on the en-
tire process of accountability determination, from the estab-
lishment of relationships between different stakeholders to
the investigation, discussion and evaluation of every possi-
ble relationship violation (Burgemeestre and Hulstijn 2015).
Nevertheless, a model of accountability and of how account-
ability relations are created and evolve is still missing.

Organizational accountability
The approach followed in my research project consists
in further developing the programming technique pre-
sented in my M. Sc. thesis, ADOPT. The acronym stands
for Accountability-Driven Organization Programming Tech-
nique and involves the investigation of the process for the
construction of an organization of agents. The first steps in
this direction (Baldoni et al. 2017a; 2017b) concerned the
development of a methodology to obtain accountability as a



design property by relying on the same key notions that are
used in defining an organization, namely the ones of role an
agent plays, and goals associated with this role. The process
consists of making explicit the accountability requirements
associated with roles, which the role players should satisfy.
The main intuition, here, is that, when an agent wants to
play a role in an organization, it has to explicitly accept all
the accountability requirements associated with the role it-
self, expressed as social commitments (Singh 1999). A so-
cial commitment C(x, y, p, q) models the directed rela-
tion between two agents, a debtor x and a creditor y. The
debtor commits to its creditor to bring about the consequent
condition q when the antecedent p holds. In our case, debtor
and creditor may amount to role players and organization,
while commitment conditions will concern goals associated
to roles. An agent can be considered as accountable for a
goal only if it explicitly accepted it (with a commitment),
possibly providing provisions, i.e. conditions under which it
declares to be able to achieve the goal. After the instantiation
of these commitments, the organization will be in condition
to assign goals to the agents playing the various roles. If this
happens, the agents become obliged to achieve the goals,
provided that the related provisions hold, lest the violation
of the accountability requirements.

Another point concerned the definition of an actual pro-
tocol to be followed in order to inherently design and build
accountability-supporting organizations. The protocol regu-
lates the process of enrollment of an agent inside an orga-
nization. It specifies the shape of the previously mentioned
commitments and controls their creation. The gist, here, is
that commitments allow to realize a relational representation
of interaction, where agents directly create normative bonds
with one another and use them to coordinate their activities.
These bonds can be, then, inspected and used to discern who
is accountable for what when an expectation is violated.

Impact and future directions
Business ethics and compliance programs are becoming
more and more central, bringing consequently to the fore-
front the importance of accountability. Individuals have to
be held accountable for their (mis)behavior and, therefore,
provide feedback about the reasons of performance. An ac-
countability platform could support this process in a trans-
parent and automated way, with plenty of potential appli-
cations in such diverse fields as finance, (human-resource)
management, corruption detection, public administration,
research, and decision support. The main purpose of my
work is, then, to build a system able to support and facili-
tate the application of a concept like accountability to mod-
ern computer systems. It is worth noting that such a sys-
tem could be the foundation for the realization of other ethi-
cal principles and values, such as transparency, privacy, data
protection, and so on.

Future work will mainly follow three directions. The first
includes a further refinement of the accountability proto-
col introduced in the previous section. This is related to the
formalization of a conceptual model for organizational ac-
countability, with the aim of clarifying the concepts which

come into play when dealing with accountability in an or-
ganizational setting. Second, it would be interesting to in-
tegrate the protocol into JaCaMo+ (Baldoni et al. 2015), a
commitment-based infrastructure for programming MASs,
and to build a concrete accountability infrastructure and
monitor for compliance. Finally, it seems extremely chal-
lenging to investigate the notion of accountability in more
complex settings, such as open systems or systems with
competitive agents.
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