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Introduction & Motivations

Summary & Future Works

Results
Explainable Artificial Intelligence (XAI) and
Interpretable Machine Learning are widely debated
nowadays. This is due to the diffusion of AI systems
in many applications for which both the predictive
accuracy and the comprehensibility of the system
reasoning are important.

If the AI is interpretable as human we trust more a
decision process using a logic similar to that one of a
human being, rather than a reasoning that we can
understand but that is outside the human way of
thinking. For instance, we recognize a cat in an
image by the presence of a tail, pointed ears, and
mustaches, not from pixels having certain values.

Shapelets
Shapelets are time series subsequences particularly
suitable for separating instances of different classes.

We extend the notion of shapelets to
• Images
• Text
• Tabular data

1. Extracts shapelets from data prototypes obtained
with a clustering process
2. Represent data as distances from shapelets
3. Trains an interpretable classifier on the distances
from shapelets

The classification model returned by DASH can be
used as an interpretable AI system.

DASH

1.

2.

3.

DASH is an interpretable data-agnostic classification
approach based on shapelets defined on time series,
images, texts and tabular data that exploits
prototypes with a clustering process to speed-up
and stabilize the shapelet computation. The decision
process based on human-understandable parts can
be easily accepted fromhumans.

Several research directions can be mentioned as
future research directions. First, extension for the
classificationmethod of alternative types of data like
item sequences, mobility trajectories, genomics
sequences, etc. Second, further speed up.
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Shapelet-based Explanations
A local shapelet-based explainer takes as input the
black box b and the instance to explain x. First, it
generates the neighborhood Z with neighgen. Then,
it labels the synthetic instances with the black box Y
= b(Z). Finally, a DASH classifier is used as surrogate
model and the shapelets are used as explanation.


