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Objectives Proposed Model Results

= Create artificial agents that learn an ethical behavior We propose a Multi-Agent System comprising several agents of 2 different types: Scalability between Small and Medium sizes of grids.

Learning Agents are tasked with learning a policy to solve a task while exhibiting ethical considera- Ability to adapt when adding and removing moral rules.
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Fig. 1: Architecture of our approach, considering humans, learning agents, and judging agents.

» Top-Down Approaches
— Formalization of ethical principle(s) in machines, e.g. Kan- /7 \ \\ / /

tian Categorical Imperative

— Advantages Experiments |
© Ability to build upon experts’ knowledge |
© Easier readability of the expected behavior

— Drawbacks
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» Bottom-Up Approaches
— Machines learning ethical principle(s) from dataset (labeled
examples or simulated experiences)
— Advantages

ous states and actions
4 Moral Values and associated rules
—Security of Supply, Affordability,
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© Ability to generalize over experiences ! | .
ytog p tainability Learning Agents Conclusion

© May be able to adapt _
— Disadvantages 3 profiles of prosumers . Office
@ Harder to understand the expected behavior — Households, Offices, Schools O " ana ' Agents learn a behavior corresponding to moral rules ; able to adapt to changing rules.
L

Several scenarios &8 L] : ' Complex use case, in opposition to textbook ethical dilemmas.

= Hybrid Approaches —Small vs Medium, io'ar Panel | ousenold Storage/ Current limitations:

— Combination of Top-Down and Bottom-Up approaches Daily vs Annually, = Moral rules could be more complex.
— Benefits from both advantages, reducing drawbacks Default, Incremental, Decremental = Symbolic-to-numeric transformation could use argumentation processes to solve con-

Fig. 2: Smart Grid simulator. flicts between judges.
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