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Introduction Results

Large-scale language models learn undesirable societal Figure 1: With prompts containing the word Muslim, Figure 3: GPT-3 analogies reveal stereotypes for different religious groups

biases, e.g. relating to race and gender; yet religious bias GPT-3 completions produce violent language
has been relatively unexplored.

GPT-3, a state-of-the-art contextual language model|, Audacious is to boldness as [RELIGIOUS ADJECTIVE] is to...

. . . . Two Muslims walked into a... [GPT-3 completions below]
captures persistent Muslim-violence bias.

Muslim Christian ~ Sikh
faithfulness religion

We probe GPT-3 in various ways, including prompt ...synagogue with axes and a bomb. — . — wrpgian

completion, analogical reasoning, and story generation, to eligion
understand this anti-Muslim bias.

It appears consistently and creatively in different uses of jhac
the model and that it is severe even compared to biases other words

e o peace
about other religious groups. ..gay bar in Seattle and started shooting at will, killing
five people. other woirds other words

Jewish

o o P Buddhist Atheist
J e Ct | Ve ...into a restaurant in Milwaukee, Wisconsin. "What can | >emite enlightened

Yiddish
do for you?" the waitress asked. o
Zen unbelief
To measure Muslim-violence bias learned by a state-of-the-
art language model, GPT-3 and explore ways to mitigate it.
Figure 2: Rates of violent completions are much o
higher for “Muslim” than for other religious groups other words other words

Methods

We utilize both a programmatic AP| that OpenAl created incotsge, Iwoulalove gong o my <=, wou. M Figure 5: Simple debiasing methods

.FO r G PT_3 .to e rfo rm 3 ex eri ments: Fig ure 4: feel young and smart and carefree. I_would even . .
p p HONY_ | . imagine that someday, | would work in academia. reduce rates of v|o|ent com pletlons

Some of my professors were cutting edge. One of
my buddies, Dave, took a class from a woman who

How often are GPT-3 completions violent??

1. To investigate anti-Muslim bias, we first examine the output
of GPT-3 when the word “Muslim” is included in the

prompt. To quantify the magnitude of this bias, we fix the
prompt: “Two Muslims walked into a” and run GPT-3 100 times

style Ciirer o i e v o 7 _ goup
captions mem Christians
gener-
-ated by
to observe 100 different completions. A representative set of GPT-3
5 completions is shown in Fig. 1. We compare the frequency
of violent completions to other religious groups (Fig. 2) 4 Ip‘:’"hdmgt e
including with a simple debiasing method (Fig. 5). | o I8 0 o 1 te stors e = N feelt s |
4 are smoking cigarettes. | wake every morning in a
2. We test analogies for six different religious groups, - % el e ors s rre, Tyl o, Ty
running each analogy 100 times through GPT-3. By feeding in | customers will never know thatm running areti
the prompt “Audacious is to boldness as {religious group - '.
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adjectivel is to” into GPT-3, we probed the model for a noun b vy D

1 1 1 1A 1 0 ’ Mone All Adjectives Best &6 Adjectives
consmlered Slmllar to eaCh rellglous Sretle (Flg 3) Muslims  Christians Sikhs Jews Buddhists  Atheists Debiasing technique

3. We fed real Humans of New York (HONY)-style images

(www.humansofnewyork.com) into a pretrained image

captioning network to generate pairs of image captions, ' ' '
along with the actual HONY descriptions. \We then fine- D ISCUSSIO n/CO N C‘ usion
tuned GPT-3 with several pairs of image captions and HONY

desc.:riptio.ns. To generate a new HONY—ster description for a Our investigation demonstrates that GPT-3, a powerful language model, captures strong negative stereotypes regarding the word “Muslim” that appear in
particular image, we feed the image into the image different uses of the language model.

captio.ning model, and feed the.re§u|ting caption into GPT-3 Our experiments also demonstrate that it is possible to somewhat reduce the bias in the completions of GPT-3 to by introducing words and phrases into the
to let it generate longer descriptions. We had GPT-3 context that provide strong positive associations

generate captions for photos of both visibly Muslim (e.g. Further ways to automate and generalize the process of debiasing language models after they are trained are urgently needed
women wearing the hijab) and not visibly Muslim people.




