Face Mis-ID: An interactive
pedagogical tool demonstrating

The minimum similarity score you have selected for a match is: 0

This threshold results in 7 mismatches for the current subject.
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® Katie Couric 100% mismatc
® Vicki Zhao Wei 100% mismatc

* In contrast to the broad awareness within
academic communities of Buolamwini and
Gebru et al.’s (2018) findings of high error rate |

| | | | | | |
pigrmiitedesind dimensions of misidentification §:
and concerns about the social justice

implications of biometric identification more
broadly, recent work by the Pew Center. - . -

As an increasing share of social systems rely I n a I g O rlth m IC SySte m S

on machine learning, increasing public .
awareness of these systems’ risks and failures
can temper such high expectations about their

use and encourage the public to raise critical
guestions. systems fail with respect to race and gender.

We partnered with community organizations Our design highlights how match threshold

doing anti-surveillance work to develop and We Ca” On the COI I ” I lu n Ity tO determines system performance and thus the

refine this project. powerful role system operators play In
misidentification.

DESIGN PROCESS d d - I -t I -t We chose celebrity images to allow users to
« We set out to make a pedagogical demo of p rO u Ce pe agOg ICa OO S O recognize misidentification more readily, and to

Buolamwini and Gebru’s (2018) findings. underscore how if misidentification is possible
« We used an open-source facial recognition with widely-photographed individuals, it is even

algorithm called OpenFace for identification on S u p p O rt n O n —S p e CI a I I St more likely on everyday people.

a /2-image dataset curated for teaching how
classification error Iincidence varies with A CALL FOR MORE EDUCATIONAL

e anpmn Lnderstanding of algorithmic B

. . N . « We drew inspiration from other accessible and
organizers focusing on immigration, formerly

| g atit o interactive resources for this work.
Incarcerated people, and racial justice activism. t . However, some non-specialist resources (such as
SyS el I IS = the How Normal Am | demo) reify the perception
that Al assessments are accurate.
 We call on the community to create educational
resources Illustrating the risks and failures of
algorithmic systems in order to incite further

interrogation of Al as it becomes more widely
used.

PRESENTING THE FACE MIS-ID DEMO
* Our Interactive demo displays facial recognition
performance across individuals to illustrate how

Mismatches at 0.8 threshold

_eBron James 42% mismatches
_Isa Leslie 42% mismatches
Paris Hilton Correctly Matches
® Jennifer Lopez 14% mismatches
® Aaron Peirsol Correctly Matches
® Jacqueline Edwards 42% mismatches
® Kalpana Chawla Correctly Matches
© Jason Campbell 42% mismatches
® Katie Couric 14% mismatches
® Vicki Zhao Wei 28% mismatches

Critical Platform ‘

Studies Group
@critplat

Take a picture
to download
the full paper

This closeup of the Face Mis-ID demo highlights
how for any given match threshold, the incidence of
misidentification varies across individuals.
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