
• We  define  an association  gap for  label y between  
two  identity  labels [x1, x2] with respect to the 
association metric as:

• We consider several association metrics A(·) that can 
be applied given the constraints of the problem - limited 
groundtruth,  non-linearity, and limited assumptions 
about the distribution of the data.
For example, Demographic Parity (DP) and normalized 
pointwise mutual information (nPMI):

• All of these metrics quantify label associations in a 
dataset, however in practice they yield different results.
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Measuring Model Biases in the Absence of Ground Truth

• We showed that the different normalizations in each 
metric affect whether the metric is capable of detecting 
gender bias in labels with high or low marginal 
frequencies (i.e., common or rare labels).

• The nPMI metric is preferable to other commonly used 
association metrics in the problem setting of detecting 
biases without access to groundtruth labels.

• Future research is needed to:
      • de-associate patterns at model training time.
      • capture within-image label relationships and context.
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• Model bias is measured comparing predictions and 
groundtruth labels (e.g. Equality of Opportunity)1

• We present an alternative that measures associations 
between classifier predictions without using groundtruth in 
image classification.

• The statistical properties of different association metrics 
leads to different “most gender-biased labels”.

• Normalized pointwise mutual information (nPMI) captures 
gender biases for both rare and common labels.2,3

• We computed multiple association metrics between 
predicted labels in the Open Images Dataset and ranked 
which labels are most biased towards “Man” or “Woman”?
 
• The top 100 “most gender-biased” labels were different for 
different association metrics.

• Most metrics detected either rare or common labels with 
gender bias, and some were correlated into clusters.

• Only normalized pointwise mutual information (nPMI) 
detected both rare and common labels with gender bias.
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