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Motivation
● Bias in NLP exacerbates bias

● Cannot automatically identify bias

● Incomprehensive measurement of bias

in contextualized word embeddings and

neural language models

● Current work focus on a single category

or specific contexts 

• Intersectional Bias Detection (IBD) 

• Identify words associated with intersectional group 

members defined by two social categories 

Results
• Intersectional biases have high magnitude

• ELMo is the most biased, followed by BERT, GPT, and GPT-2

• The overall magnitude of bias negatively correlates with 

the level of contextualization in the language model

• Accuracy of IBD: 81.6% and 82.7% (random correct rate:  

14.3% and 13.3%)

• Accuracy of EIBD: 84.7% and 65.3% (random correct rate: 

9.2% and 6.1%) 
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Background
● Human-like biases embedded in word embeddings

● Social biases in SOTA neural language models

● Intersectional and emergent biases of

the intersectional groups

● Emergent biases only associated with 

the intersectional group

● Word Embedding Association Test (WEAT) 

designed for static word embeddings

Approach

• Emergent Intersectional Bias Detection (EIBD)

• Identify words uniquely associated with intersectional group

Approach

• Contextualized Embedding Association Test (CEAT)

• Quantify social biases in contextualized embeddings

• Random-effect model

• Estimate the comprehensive summary statistics, combined 

effect size (CES) in CEAT

Github repository: https://github.com/weiguowilliam/CEAT 

The magnitudes of social bias vary based on 
the level of contextualization in the neural 
language models.

ROC Curve of IBD and EIBD for 

African American females

ROC Curve of IBD and EIBD for 

Mexican American females


